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Problem Definition

System Architecture

Design Considerations

e Model response speed

e Worldwide, 2.2 billion people have vision impairments!

'Monoptic Metric (Object, depth? it o To accommodate realist_ic walking rates,_moc_iels must be
e Current technologies are limited ——>|Depth Estimation|__s, /~ Object 5| and emotion :ut' :';y able to produce results in a short, recurring time interval.
o Ultrasonic Cane: Limited to close proximities, narrow _ Model Depths  Wetlomary ’ e Insightful information gathering
field-view, requires handling!?! \ o Depth sensing can treat all areas as objects once it can
o Wi-Fi Triangulation: Requires static environment layout, _{ 5| YOLOObject ) i YES isolate the floor area
access point cooperation, not publicly viable!! Detection M“‘U o QObject locations through labeling is faster than depth
o Camera-based detections: Restricted to motion sensing and can respond to sudden changes better.
recognition, not hands free!?! \_{ Emotion J Close than O Safety of user can be rein_forced with_ behavior tracking.
Detection Model | —YES> 10ft? Object model keeps running to alert in case of sudden

emergence of an object.
o Object Detection returns a 2d Array then then refers to the
depth array to get the closest point of said object.
e Modeling realistic results

e Common needs
o Real-time processing Figure 1: Program Logic Flowchart
o Responsive to dynamic environments
o Can map new/unknown areas

The SyStem takes a frame from a video stream and OUtletS dan aUditory o Need to simulate praCtica| appncation of a user Wearing
_ _ _ _ , response to the user which alerts of objects in view, explains the smart glasses or similar device
NaviGatr seeks to provide real-time analysis of a user's behavior of close persons, and/or provides guidance to navigate in the o Need to be untethered from non-portable computers

surroundings, including the distance, direction, and type of
objects nearby and the emotional state of nearby people.

Prototype Results

H.ardware Object Detection
Raspberry Pi 5 ~-y , % - e
Integrated camera = <

Coral Tensor Processing Unit (TPU)
Power bank battery power supply

3D Printed head mount

desired direction of travel. o Machine Learning models need to run on edge devices

with limited computational resources.

- Estimation

Software ~— 3 |
e Apple’s Depth Pro for depth sensing!! Figure 3: NanoDet+ Bounding Boxes for ENEE40SN Figure 4: Depth Pro Depth Map of ENEE408N Classroom
e NanoDet+ for object detection!*! Classroom

Inference speed ~4 sec (on RTX GPU)

Depth expressed in color heatmap

Smooth gradients achieved

Segments of objects mapped properly (i.e. bottom right desk corner)

e EfficentNet for emotion detection!:°] .
e 5 out of 9 chairs

e Closest proximity objects detected
e QOutlet covers mislabeled as remotes

Computing

e TPU speedup for closer to real-time
edge computation on the Pi.

o Successfully executed the emotion Emotion D o
detection model on the TPU. otio etectio

Our EfficientNet model ~30 fps(RTX3060), a
sufficient frame rate to capture a conversation
partner’'s emotional state.

Takes 4 seconds to run on the Pi CPU.
Predictions were inaccurate, likely due lack of

e Porting software to Pi
o NanoDet+ and Depth Pro framework
Issues
o SSD MobileNetv2 and YOLOv11n as
possibilities!’]
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Figure 2: Headband _
e Cloud computing

. ] - ©s 29ms/ste L] . .
Hardware Front FaC|ng, TPU . . i i en or imaged(disgust): [[0.86537685 0.26772988 ©.08593299 ©.35264322 ©.07181924 ©.19865449 |mage Cropplng_ GOlng forward, we hope to
& RPi M t Batt Pack o Depth sensing is a heavy model that Lo _ _ _ |
| Mount, battery Fac ” hen i Improve results by employing a facial masking
may perform better when integrated Figure 5: Sample Emotion Input _ . .

Mount (top tO bOttom) into a cloud-base environment. | Flgure 6: EfficientNet Emotion Model Results mOdel
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